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Outline

• Introduce to the new HPC: PEGASUS

• How to get an account

• How to upload files

• How to log in the HPC system

• To run jobs by SLURM
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New HPC in GW

• One CPU node
• Dual 20-Core 3.70GHz Intel Xeon processors

• 192GB RAM

• 800 GB SSD

• One GPU node
• 2 NVIDIA Tesla V100 GPU (4 for large nodes)

• Dual 20-Core 3.70GHz Intel Xeon (18-Core Xeon for large nodes)

• 192GB RAM (384GB for large nodes)

• 800 GB SSD

• High throughput node, High memory node (3TB RAM!),…

Tesla V100 highlight

640      Tensor Cores

5120    CUDA Cores

16 GB  Memory

3



First: request for 
an account
https://colonialone.gwu.edu
/getting-access/
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mia

https://colonialone.gwu.edu/getting-access/


File Transfer with Globus

Globus is used literally everywhere
by everyone transferring data in
the HPC world. AWS, National Labs,
Universities ,…, and GWU.

https://www.globus.org/
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When log in
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Log in using GW NetID
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After login, choose [File Manager]
Search collection: “Pegasus HPC Cluster”
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• Personal path: /SEAS/home/$your_netID$

• For group: /SEAS/groups/mia

At this point, you should have the right access (HPC account)

Folders
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Upload files
11



Files modification
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Or… using the “Sync model”

It requires to set up a personal endpoint.

13



Create a personal endpoint

Download, install and set the server app to create a personal endpoint… 
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Review 1

• Request for an account

• Research group name “mia”

• Endpoint name “Pegasus HPC Cluster”

• Path

• Personal path: /SEAS/home/$your_netID$

• For group: /SEAS/groups/mia
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VPN Access

It needs GW network environment. 

• Off-campus access (at home): requires GW's VPN.

https://seascf.seas.gwu.edu/vpn-access

(1) Download the Cisco AnyConnect VPN Client

(2) Connect to “go.vpn.gwu.edu”

(3) Use NetID and password to connect

• On-campus access: skip this step.
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SSH client

GW HPC system requires the SSH connection.

“SSH (Secure Shell) is a cryptographic network protocol for operating 

network services securely over an unsecured network.”

• MobaXterm https://mobaxterm.mobatek.net/

• PuTTY https://www.putty.org/

• …
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MobaXterm
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ssh NetID@pegasus.colonialone.gwu

Password of NetID

Welcome info

Command line

Running jobs on the login
nodes is prohibited

Login is successful when see this.
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Linux commends

• Current directory: pwd

• Go to user’s main directory: cd ~

• Go to root: cd /

• Parent directory: cd ..

• Go to a directory: cd /xxx/xxxx/xx

20



Review 2

• VPN connection to “go.vpn.gwu.edu” (off-campus)

• SSH client (like “MobaXterm”)

• ssh NetID@pegasus.colonialone.gwu

Do not run jobs on the login nodes.

Do use the SLURM system.
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SLURM is a cluster management and job scheduling system for Linux clusters.
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sinfo command

Types of nodes

Time limit for running
day – h : m : s

Number of nodes Node state

“idle” is ready to use
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Node type (Non-GPU)

• defq* – default compute nodes, CPU only

• highThru – Nodes in this category have high CPU frequency nodes with a
low core count. These nodes are used for single threaded jobs
that cannot take advantage of multiple cores.

• highMem – Nodes in this category have large memory (3TB) and are for
jobs that require more memory intensive jobs.

• short – Designed for quicker turnaround of shorter running jobs (1 day).

• tiny – Designed for even quicker turnaround of shorter running jobs (8 hrs).

• debug-cpu – See more details later
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Node type (GPU)

• small-gpu – Each has two NVIDIA Tesla V100 SXM2 16GB GPUs.

• large-gpu – Each has four NVIDIA Tesla V100 SXM2 16GB GPUs with 
NVLink enabled.

• debug-gpu – See more details later
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Debug partition

The debug partition is intended for running interactive jobs, or for
short-duration test cases (e.g., making sure your job scripts work
correctly), and is not intended for general use.

The hardware is the same as the cpu/gpu partition nodes, but time
limit is 4 hours.

• debug-cpu

• debug-gpu

You must specify a time limit for your job.
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Workflow

1. Upload data and code files

2. Create a SLURM script to assign the job

3. Run the script

4. Outputs will be saved

5. Receive states and notifications by Email / or check by commands
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A Python example

if __name__ == '__main__':

for num in range(2, 101):

prime = True

for i in range(2, num):

if (num % i == 0):

prime = False

if prime:

print(num)

Find the primes in [2,100].

Code file name: prime.py; no data file.
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SLURM script

$ nano submit.sh
Create a SLURM script, named submit.sh

Recommend to use the nano editor.

operations

Use other editors in Win may 
occur errors.

error: Batch script contains DOS line breaks (\r\n)

error: instead of expected UNIX line breaks (\n)
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SLURM script for Python

#!/bin/sh
#SBATCH --time 1:00
#SBATCH -o testing%j.out
#SBATCH -e testing%j.err
#SBATCH -p defq
#SBATCH --mail-user=user@email.com
#SBATCH --mail-type=ALL
module load python/2.7.16
python /SEAS/home/$user_name$/prime.py

submit.sh

To limit running time; format: day – h : m : s

File for outputs; “%j” is task number

File for error/warning report

Point the node

Email address for receiving states 

Email type

Load modules for running code

Run code
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Submit job -- sbatch
$ sbatch submit.sh

Submitted batch job xxxxxxx

If your job starts to run, the job is done or other status 
changes, you will get an email:

Running (printed) results are in the testingxxxxxxx.out file.
Error/warning reports are in the testingxxxxxxx.err file.
Open by nano or Notepad in Win. 31



Job status

Statuses: CA = CANCELLED CD = COMPLETED CG = COMPLETING

F = FAILED NF = NODE_FAIL PD = PENDING

R = RUNNING S = SUSPENDED TO = TIMEOUT

$ squeue -u <username>

If the job is in queue, to check job’s status:

$ squeue -u <username> --start

Estimate when a job will start:
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$ scancel <jobid>

Cancel job:



A Matlab example
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% Creates a 10x10 Magic square 

M = magic(10);

disp(M)

exit

Code file name: matlab_simple.m

#!/bin/sh

#SBATCH --time 1:00

#SBATCH -o testing%j.out

#SBATCH -e testing%j.err

#SBATCH -p defq

#SBATCH --mail-user=user@email.com

#SBATCH --mail-type=ALL

module load matlab/2018b

matlab -nodisplay < /SEAS/home/$user_name$/matlab_simple.m

Submit_mat.sh



A C example
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#include <stdio.h>

int main (void)

{

printf ("Hello, world!\n");

return 0;

}

Code file name: c_sample.c

#!/bin/sh

#SBATCH --time 1:00

#SBATCH -o testing%j.out

#SBATCH -e testing%j.err

#SBATCH -p defq

#SBATCH --mail-user=user@email.com

#SBATCH --mail-type=ALL

module load gcc/6.5.0

gcc -Wall /SEAS/home/$user_name$/c_sample.c -o c_sample

submit_c.sh



Modules

• module avail show all available modules (installed)

• module load load a module

• module unload

• module list show currently loaded modules 35

Environments for codes to run. 
Module commands:

https://colonialone.gwu.edu/
available-modules/

In your user directory, you can 

download and install your own 

modules.

https://colonialone.gwu.edu/available-modules/


Helpful resources

• GWU HPC documents:

https://colonialone.gwu.edu/about/presentations/

• GWU HPC support email: hpchelp@gwu.edu

• SLURM system user guide:

https://slurm.schedmd.com/

• The Linux command line for beginner:

https://ubuntu.com/tutorials/command-line-for-beginners#1-overview
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Highly recommend

For help

https://colonialone.gwu.edu/about/presentations/
mailto:hpchelp@gwu.edu
https://slurm.schedmd.com/
https://ubuntu.com/tutorials/command-line-for-beginners#1-overview

